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Do not get carried away trying to find good guesses; the initial conditions are just that, guesses. If you are not
sure what the guesses should be, keep the initial conditions non-zero, and at the correct order of magnitude
that you might expect (be it 0.001, 1, or 1000).
N The initial conditions are entered immediately following the curve fit definition. Place a semicolon at the end
of the definition and begin entering the initial guesses, separating each with a semicolon. The table below
shows the definitions from the previous section with some sample initial guesses. '

' Curve Fit Definitions with Initial Guesses

ml *m0 +m2; ml =0.5; m2=23

ml +m2 *mOArm3; ml=-2;m2=3;m3=2

ml +m2 * exp(-m3 * m0); ml =5; m2 =1; m3=0.5

ml * exp(-m2 * m0) * cos(m3 *m0 + md); ml =4, m2 =0.7,m3 =2.2; m4 = 15

9.4.3 Curve Fit Definition Dialog
The Curve Fit Definition dialog is used to enter the equation, initial guesses, and allowable error to be used in
the curve fit. You can also choose to specify partial derivatives or to weight the data.

This dialog can be displayed using either of the following methods:

*  Choose a curve fit from the General submenu (Curve Fit menu). In the dialog that is displayed, click
Define. .

»  Choose Curve Fit >> Edit General. In the dialog that is displayed, select the name of a curve fit and
- click Edit.

The various features of the Curve Fit Definition dialog are discussed below.
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Figure 9-10 Curve Fit Definition dialog
1. Text Field

Curve fit definitions and initial guesses are entered in this area of the dialog.

2. Flle... . .
Clicking this button displays a text editor that can be used to create, open, or save a curve ﬁt_ definition.
The definition appears on the first line and any partial derivatives appear on the lines below it,

3. Help...
Click this button to display the Help dialog.

186 9.4 General Curve Fit Basics

Working with Curve Fits and Error Bars

4.

Degrees/Radlans Buttons
These buttons determine whether the results of trigonometric functions are in degrees or radians.

Allowable Error:

The value entered in this field helps KaleidaGraph determine when to stop iterating. Iterations stop if
either of the following occurs:

*  Chi Square does not change for a certain number of iterations. .
¢ The percent change in the normalized Chi Square is less than the Allowable Exror,

Weight Data ,

When selected, you can specify a data column that contains weights for the variable you are fitting. These
weights should represent the individual errors of the data values, Each weight is used internally as: '
1/(weight*2). The smaller the error value, the larger the internal weight. If this check box is not selected,
a weight value of 1.0 is used for all data points.

Specify Partlals

The algorithm that KaleidaGraph uses in calculating each iteration of the General curve fit requires
evaluating the partial derivative of the function with respect to each parameter, If Specify Partials is
not sclected, KaleidaGraph numerically approximates the derivative. If this option is selected, the dialog
expands, as shown in Figure 9-11.
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Figure 9-11 Expanded Curve Fit Definition dialog

The nine buttons at the bottom of the dialog allow each partial derivative to be entered in the text field
above the buttons. The biggest advantage of specifying the partial derivatives is accuracy. The curve fit
algorithm uses these partial derivatives to direct itself where to move after each iteration to find the best
solution. In general, sharp deviations in the surface may not be accurately approximated, so the actual
partial derivatives are preferred.

You can choose to specify only some of the partial derivatives, but not all of them. It is better to let
KaleidaGraph approximate the partial instead of specifying the wrong derivative, If a partial derivative is
missing, KaleidaGraph numerically approximates that partial derivative.
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